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Abstract
Wild populations must continuously respond to environmental changes or they risk 
extinction. Those responses can be measured as phenotypic rates of change, which 
can allow us to predict contemporary adaptive responses, some of which are evo-
lutionary. About two decades ago, a database of phenotypic rates of change in wild 
populations was compiled. Since then, researchers have used (and expanded) this 
database to examine phenotypic responses to specific types of human disturbance. 
Here, we update the database by adding 5675 new estimates of phenotypic change. 
Using this newer version of the data base, now containing 7338 estimates of pheno-
typic change, we revisit the conclusions of four published articles. We then synthesize 
the expanded database to compare rates of change across different types of human 
disturbance. Analyses of this expanded database suggest that: (i) a small absolute dif-
ference in rates of change exists between human disturbed and natural populations, 
(ii) harvesting by humans results in higher rates of change than other types of distur-
bance, (iii) introduced populations have increased rates of change, and (iv) body size 
does not increase through time. Thus, findings from earlier analyses have largely held-
 up in analyses of our new database that encompass a much larger breadth of species, 
traits, and human disturbances. Lastly, we use new analyses to explore how various 
types of human disturbances affect rates of phenotypic change, and we call for this 
database to serve as a steppingstone for further analyses to understand patterns of 
contemporary phenotypic change.
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1  |  INTRODUC TION

The rate at which populations can respond adaptively to environ-
mental change will determine their ability to persist, thrive, and 
expand in a changing world. These adaptative responses are deter-
mined by changes in organismal phenotypes (as opposed to geno-
types) –  because phenotypes interface with the environment and 
thus are the direct determinants of fitness (Alberti et al., 2017; 
Endler, 1986; Hendry, 2017; Schluter, 2000). Throughout this paper, 
we therefore use a definition of adaptive response that includes ge-
netic and plastic contributions to phenotypic change, and, in many 
cases, we cannot differentiate between the two. Historically, such 
adaptive phenotypic changes were thought to be very slow, as ex-
emplified by Charles Darwin's statement that “we see nothing of 
these slow changes in progress until the hand of time has marked 
the long lapse of ages” (Darwin, 1859). This assumption began to 
crumble with the accumulation of studies documenting so- called 
“rapid evolution.” Some famous early examples of this phenom-
enon included industrial melanism in peppered moths (Kettlewell, 
1973), body size in mice colonizing islands (Berry, 1964), body size 
and colour in house sparrows invading North America (Johnston 
& Selander, 1964), and resistance of plants to pollutants found in 
mine tailings (Antonovics & Bradshaw, 1970). In most of these early 
examples from nature, it was unclear whether the observed pheno-
typic changes were genetic, as opposed to plastic. It was therefore 
game- changing when a series of common- garden experiments con-
firmed that at least some rapid phenotypic changes seen in nature 
are, in fact, genetically based (Al- Hiyaly et al., 1990; Reznick, 1982; 
Stearns, 1983; Wu & Kruckeberg, 1985).

At the end of the 20th century, it remained unclear if the docu-
mented cases of rapid phenotypic change were just rare exceptions 
or the tip of the iceberg. Resolving this uncertainty required broader 
literature surveys and a quantitative standard for calculating and 
comparing rates of phenotypic change. A precedent already existed 
in the literature because paleontologists had long been calculating 
rates of phenotypic change in fossil time series (Gingerich, 1983, 
1993; Haldane, 1949). Motivated by that precedent, Hendry and 
Kinnison (1999) combed the literature for examples of phenotypic 
change on contemporary time scales and calculated rates of change 
using two classic metrics (“darwins” and “haldanes”). The authors 
concluded that “[…] evolution as hitherto considered “rapid” may often 
be the norm and not the exception” (Hendry & Kinnison, 1999). They 
further advocated use of the general term “contemporary evolution” 
because “rapid evolution” requires formal confirmation of excep-
tionally rapid rates. That original paper, and the follow- up analyses 
of Kinnison and Hendry (2001), opened the flood- gates to a series 
of influential papers analysing the database of rates of phenotypic 
change to answer a series of evolutionary questions (Alberti et al., 
2017; Crispo et al., 2010; Gorné & Díaz, 2019; Gotanda et al., 2015; 
Hendry et al., 2008; Kinnison & Hendry, 2001; Palkovacs et al., 2011; 
Uyeda et al., 2011; Westley, 2011). Those studies also often made 
the case that evolution operates on scales fast enough to have eco-
logical outcomes, leading the way into the field of eco- evolutionary 

dynamics (Des Roches et al., 2018; Fitzpatrick et al., 2015; Hendry, 
2017).

The number of studies available for calculating rates of pheno-
typic change has increased dramatically over the last decade or so. 
Compared to the last published version of the database that con-
tained only populations in the wild (Alberti et al., 2017), the new 
database published herein has increased from 1663 to 7338 rates, 
89 to 214 studies, 175 to 1654 systems (Box 1), and 155 to 329 spe-
cies. Hence, our first goal in the current paper is to present this new 
quality- controlled and much- expanded database of contemporary 
phenotypic changes in nature –  The Phenotypic Rates of Change 
Evolutionary and Ecological Database (PROCEED) Version 5.0. This 
new database is publicly available at Dryad and https://proce eddat 
abase.weebly.com/. Our second goal was to use the new database 
to revisit and replicate previous analyses and conclusions based on 
earlier versions of the database. Specifically, we want to know if the 
effect sizes obtained in previous analyses have changed with the ad-
dition of new data. We ask four questions: (i) Does the evidence still 
support the conclusion from Hendry et al. (2008) that phenotypic 
change is greater in human- disturbed systems than in more “natu-
ral” systems (see also Alberti et al., 2017)? (ii) Does the evidence 

BOX 1 Definitions of the different types of data 
included in the database

1. System: Each system has its own unique species, distur-
bance, and location (population). Within a given system, 
you can have multiple traits –  for example, tarsus length 
and fledging date.

2. Disturbance: See Box 2.
3. Trait Classification: Traits were classified as determined 

by Kingsolver and Diamond (2011): size, other morphol-
ogy, phenology, other life history traits, behaviour, or 
physiology.

4. Study type: Studies were determined to be phenotypic 
in nature if traits were studied in natural populations and 
studies were determined to be genetic in nature if they 
used common- garden or quantitative genetic methods 
(i.e., animal model analyses). We note that studies classi-
fied as phenotypic could have a genetic basis (see intro-
duction), but that we could not determine that from the 
methods of the study.

5. Design: Data were determined to be either allochronic 
(same population/different time points) or synchronic 
(populations with known divergence time).

6. Data scale: Data were determined to be ratio (constant 
interval with a precise zero; e.g., mass or length) or in-
terval (constant interval with an arbitrary zero; e.g., tem-
perature or time of day).

7. Generation time: The amount of time to reproductive 
age, given in years.

https://proceeddatabase.weebly.com/
https://proceeddatabase.weebly.com/
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still support the conclusion from Darimont et al. (2009) that pheno-
typic changes are most rapid when humans act as predators, such 
as during harvesting (see also Sharpe & Hendry, 2009)? (iii) Does 
the evidence still support the conclusion from Westley (2011) that 
introduced populations do not show particularly rapid phenotypic 
changes, relative to non- introduced populations? (iv) Does the ev-
idence still support the conclusion from Gotanda et al. (2015) that 
no evidence exists for microevolutionary trends toward increas-
ing body size –  as had been suggested in relation to “Cope's Rule” 
(Kingsolver & Pfennig, 2004)?

The inclusion of 5675 additional data entries might change 
earlier conclusions for either of two reasons: biases in earlier data 
compilations such as underrepresented or missing taxa and distur-
bances, or statistical limitations including small sample sizes asso-
ciated with taxonomic levels or types of studies (i.e., genetic; Box 
1). To assess the first possibility, we reanalyse the new database 
using the same methods as the original authors: that is, Hendry et al. 
(2008), Darimont et al. (2009), Westley (2011), and Gotanda et al. 
(2015). Through this approach, we can assess if previous approaches 
yield similar conclusions following the accumulation of more data. 
To assess the second possibility, we use updated statistical models 
in a comprehensive approach to ask: (v) Do any types of human dis-
turbance stand out in terms of their effects on contemporary rates 
of phenotypic change (Pelletier & Coltman, 2018). We envision this 
last analysis as a precursor to what will surely be additional analyses 
of the new (and future) database with current and future statistical 
approaches. To synthesize, we propose a new platform for how to 
study and compare contemporary rates of phenotypic change in fu-
ture studies.

2  |  METHODS AND RESULTS

2.1  |  Database development

The current database has a series of notable changes relative to ear-
lier versions. First, we added new data that met the necessary crite-
ria (Figure S1). First, phenotypic traits were quantified from natural 
populations of the same species either at two time points in the 
same population (allochronic) or in two populations with known di-
vergence time from each other (synchronic). Second, they reported 
metadata as described in Box 1. Considering the large number of 
studies available, it was not possible for us to incorporate all stud-
ies where rates of changes could possibly be extracted. Instead, 
we added articles that came to our attention while also conduct-
ing systematic searches in Google Scholar and Web of Science. A 
particularly large addition was data from 1072 salmonid populations 
from four species (Clark et al., 2018; Oke et al., 2020). Second, we 
modified and expanded the categorization of types of human dis-
turbances as defined in Box 2. Third, we proofed both old and new 
data entries to correct any errors. These efforts were facilitated by 
–  whenever possible –  obtaining summary data (means, sample sizes, 
and standard deviations) from tables or figures, or by contacting 
authors, from which we calculated rates of change (details below). 
Total numbers of rates of change for each disturbance type by study 
design (allochronic/synchronic), type of study (genetic/phenotypic), 
and taxa are presented in Table S1.

2.2  |  The data

Here we outline processes common to all analyses. First, all statisti-
cal analyses were performed in R environment 4.0.5 (R Core Team, 
2021). Second, we only included studies in which the number of gen-
erations elapsed was 300 or fewer (7338 rates), which is suitable 
for analyses of “contemporary” change (Hendry et al., 2008). Third, 
analyses were variously conducted using either darwins or haldanes 
(each in separate analyses, never combined) –  because the two met-
rics have different biological and statistical properties, as well as 
different data requirements (Gingerich, 1993; Hendry & Kinnison, 
1999; Hunt, 2012). Darwins are defined as the proportional change 
in the mean trait value in units of e per million years and are appro-
priate for data on a ratio scale, but not an interval scale (Box 1). We 
had 287 rates on interval scale from which we could not calculate 
Darwins. Darwins were calculated as

where 
_

X1 and 
_

X2are either mean trait values for one population at 
times 1 and 2 or mean trait values for two populations that had a com-
mon ancestor at a known time in the past, and the denominator then 
scales “time” per million years. Haldanes are the change in the mean 

D =

ln
( _

X2

)

− ln
( _

X1

)

10
6
years

,

BOX 2 Definitions of the different types of human 
disturbance categories used in the updated 
database

• Introductions: “when humans transferred a species to a 
new geographical location, and comparisons were then 
made between introduced and ancestral populations 
(Carroll et al., 2005)”.

• IResponse to introductions: when a local population of a 
species is responding to the introduction of a species.

• Landscape change: when any type of modification to the 
habitat of a population occurs.

• Hunting/Harvesting: when there is hunting or harvest-
ing of a species by humans.

• Pollution: when any type of pollutant enters a system.
• Climate change: when the objectives of the study are di-

rectly linked to climate change.
• Natural: established populations that are not subject 

to obvious human impacts (as listed above). Generally, 
these studies involved the long- term monitoring of natu-
ral populations.



    |  1031SANDERSON Et Al.

trait value in standard deviations per generation. Haldanes were cal-
culated as

where 
_

X1 and 
_

X2 are the mean trait values as explained above, SDp is 
the pooled standard deviation of the two samples, and g is the elapsed 
time in generations (i.e., number of years divided by generation length 
[Box 1]).

The response variable in all subsequent analyses was the numer-
ator of the rate metric (i.e., darwin or haldane numerator). That is, to 
avoid self- correlation when plotting darwins and haldanes against 
time intervals, we use the absolute amount of change (numerators) 
plotted against the time interval (Hendry & Kinnison, 1999). For all 
analyses (except questions iii and iv), we used the mean amount 
of phenotypic change for a given species/system/study (Box 1) to 
avoid nonindependence of data points within a system (Kinnison & 
Hendry, 2001). Finally, we calculated effect sizes using partial η2 to 
compare the original studies to the updated ones. (Note that par-
tial η2 represents the proportion of variation in a particular response 
variable that is explained by predictor variables and is therefore sen-
sitive to the total amount a variance in a given database.) We now 
present analyses specific to each question, their respective results, 
and a brief discussion of results.

2.3  |  The questions

2.3.1  |  Question I: Are rates of phenotypic change 
greater in human- disturbed systems?

Humans cause particularly dramatic environmental changes, and 
so we might expect human disturbances to accelerate rates of phe-
notypic change. Consistent with this idea, Hendry et al. (2008) re-
ported that phenotypic rates of change were higher for populations 
in human- disturbed systems than for populations in more “natural” 
systems that were not subject to direct human disturbance. To rep-
licate the original analyses with our new database, we used analyses 
of covariance (ANCOVA) to assess whether the absolute amount of 
phenotypic change (darwin or haldane numerator) differed between 
the two general contexts (human- disturbed or natural) while con-
trolling for the length of the time interval (years for darwins, genera-
tions for haldanes). We ran two separate analyses: one for haldane 
numerators and one for darwin numerators.

As in Hendry et al. (2008), our new database suggests that 
rates of change were generally higher in human- disturbed systems 
compared to natural systems (Figure 1; Figure S2). The difference 
between contexts (human- disturbed versus natural) was, however, 
much reduced in our new database (partial η2 = 0.018) compared to 
the original analysis (partial η2 = 0.115; Figure 1; Figure S2; Table 1; 
Table S2). This smaller difference could result from confounding 

effects of multiple types of disturbances (Galton, 1886; Kelly & 
Price, 2017; Pelletier & Coltman, 2018). That is, it can be difficult to 
assign a level or type of human disturbance to a particular system. 
For example, climate change is likely to affect all systems indirectly, 
including systems we have classified as “natural.” Here, we classified 
disturbance as climate change only if the original study specifically 
tested for an effect of climate change. We will later return to the 
influence of these multiple disturbances on inferences about con-
temporary phenotypic change. Our expanded database could also 
mean that effects like winnowing, which would reduce the number 
of populations with low rates of phenotypic change because they 
are more likely to go extinct (Hendry et al., 2008), do not appear to 
have a strong overall effect.

By comparing estimates from wild populations to those from 
common- garden or animal model analyses (Box 1), Hendry et al. 
(2008) concluded that plasticity likely contributed substantially to 
the rate differences between human- disturbed and more natural 
contexts (Figures S3, Figure 4). That suggestion arose because the 
difference between contexts was lower when common- garden or 
animal model studies were used –  and because large changes could 
sometimes be seen immediately after a disturbance (Hendry et al., 
2008). Such patterns also occurred in the present database, sup-
porting those original inferences (Figures S3 and S4). At the same 
time, it is important to note that genetic changes definitely occurred 
in a number of studies, but that many of the most disturbed contexts 
(e.g., harvesting) are not particularly amenable to the assessment of 
genetically- based phenotypic change. Only 24% of the phenotypic 
change entries in our database could be labelled as genetically based 
and so the contributions of plasticity versus genetic change remain 
unknown for the other 76%.

2.3.2  |  Question II: Are particularly rapid and 
consistent changes associated with harvesting?

A particularly strong and consistent disturbance that directly im-
pacts some populations occurs when humans act as a predator, 
such as in cases of fish harvesting. To explore this idea, Darimont 
et al. (2009) took the human- disturbed versus natural distinction 
of Hendry et al. (2008) and divided the human- disturbed systems 
into those experiencing direct harvesting versus those experienc-
ing other forms of human disturbance. After adding more data, es-
pecially to the harvesting category, Darimont et al. (2009) reported 
that populations subject to harvesting had increased rates of phe-
notypic change compared to other types of human disturbance and 
also compared to natural systems. Here, we only used darwins (not 
haldanes) so as to replicate the original analysis. We replicated that 
analysis with our updated database using ANCOVA to compare dar-
win numerators associated with harvesting to those associated with 
other types of human disturbances (combined) and to those associ-
ated with more natural systems –  while including time (years) as a 
covariate. We ran ANCOVAs using both mean and maximum rates of 
change per system to replicate the original study.

H =

( _

X2

SDp

)

−

( _

X1

SDp

)

g
,
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As in Darimont et al. (2009), our new analyses suggest that phe-
notypic changes associated with harvesting are greater than those 
associated with other types of human disturbances or natural sys-
tems (Figure 2; Figure S5; Table 1). However, the effect size (partial 
η2) of human disturbance (three contexts: harvesting, other human 
disturbance, or natural) decreased substantially from 0.180 in the 
original study to 0.010 in the updated database (Table 1). We sug-
gest that this decrease in effect size is mainly driven by large data 
sets containing many study systems with high variation. As an ex-
ample, when we remove the Oke et al. (2020) and Clark et al. (2018) 
data sets, the effect size of human disturbance increases to 0.139 
(Figure S6). Those data sets correspond to salmonid data for 1072 
populations from four species over a time frame of up to 77 years. Of 
these populations, 60% are (or were) likely subject to harvest –  and 
so needed to be added to that category in the present analysis. The 
remaining 40% of populations were added to the natural category. 
However, the strength and type of harvest is expected to be highly 

variable among those species and populations. We note that this 
variability in harvest strength is likely true for most harvested pop-
ulations. This issue again highlights the difficulty of unambiguously 
assigning human disturbances to systems that are surely experienc-
ing multiple types of disturbance that vary in intensity.

Despite the lower effect size for harvesting in our new database, 
we emphasize that harvested systems represented 35 of the 50 larg-
est mean phenotypic changes in the database. Hence, it seems likely 
that humans as predators generate a diversity of rates of change –  
from many slow rates to some exceptionally high rates. Our find-
ings continue to support the claims of fisheries and hunting wildlife 
scientists who have long argued for lasting phenotypic effects of 
harvesting on some (but not all) natural populations (Kuparinen & 
Festa- Bianchet, 2017; Morrissey et al., 2021; Pigeon et al., 2016; 
Van de Walle et al., 2018). Some of these changes are surely genetic 
but precise attribution to genetic versus plastic change is exception-
ally difficult.

F I G U R E  1  Violin plot of rates of phenotypic change (log- transformed darwin numerator) comparing natural (green) and human disturbed 
(black) systems. The two left violins are data from Hendry et al. (2008) and the two right violins are from our updated database. Axes were 
cut for better visualization (2 outliers removed from figure) 
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2.3.3  |  Question III: Do introduced populations 
show particularly rapid rates of change?

When a species is introduced to a new location, it often experiences 
massive shifts in biotic and abiotic conditions, which are expected 
to cause particularly rapid phenotypic changes (Carroll, 2007; Cox, 
2004; Huey et al., 2005; Kinnison et al.,2008). However, Westley 
(2011) used an earlier version of this database to report that intro-
duced populations do not –  in fact –  evince particularly strong or 
consistent phenotypic changes when compared to non- introduced 
populations. To replicate their analyses, we first averaged rates of 
change by species and then used ANCOVA to compare the mag-
nitude of phenotypic change (darwin or haldane numerators) 
between introduced (disturbance classified as introduced) and non- 
introduced (all other disturbance categories) populations with time 
(years or generations) as a covariate (Westley, 2011).

We found that, on average, introduced populations show higher 
rates of phenotypic change than do non- introduced populations 
(Figure 3; Figure S7). Although the difference between introduced 
and non- introduced populations is marginal, the addition of new data 
increased the effect size (Table 1). This finding is consistent with the 
evidence that introduced populations do sometimes show very rapid 
rates of change (Figure 3). For example, zebra mussels (Dreissena poly-
morpha) introduced in European lakes rapidly shifted their growth rates 
(Czarnołeski et al., 2005) and Eastern grey kangaroos (Macropus gigan-
teus) introduced from Tasmania to Maria Island rapidly shifted their 
behaviour when no longer subject to predation (Blumstein & Daniel, 
2003). This type of evidence is consistent with Westley's conclusion 
that a small number of introduced species having very high rates of 
change drove the perception that introduced species generally show 
rapid change. Indeed, the updated database has both very high rates 
and very low rates of change in introduced populations (Figure 3).

In addition to large plastic responses, populations introduced to a 
new habitat likely experience abrupt directional selection that drives 
rapid evolutionary rates compared to non- introduced populations 
(Carroll, 2007; Cox, 2004). Once a population achieves adaptive optima 
and is more locally adapted, phenotypic rates of change are expected 
to decline with time (Figure 3). This expectation is consistent with the 
declining rates of change since time of introduction (figures 1 and 2 
in Westley, 2011), although that pattern is also consistent with other 
processes (Kinnison & Hendry, 2001). These other effects include av-
eraging rates over longer time spans or the depletion of genetic varia-
tion (Kinnison & Hairston, 2007). Finally, we note that both introduced 
and non- introduced populations are also experiencing other types of 
human disturbances that can influence their rates of change, thus po-
tentially obscuring effects of introduction per se.

2.3.4  |  Question IV: Are body sizes increasing 
through time?

Cope's Rule states that lineages generally evolve larger body sizes 
over evolutionary time (Cope, 1885). Based on an analysis of TA

B
LE

 1
 

Pa
rt

ia
l η

2  v
al

ue
s 

fo
r d

ar
w

in
 n

um
er

at
or

s 
an

d 
th

ei
r a

pp
ro

pr
ia

te
 m

od
el

s 
fo

r e
ac

h 
st

ud
y 

re
vi

si
te

d

Q
ue

st
io

n
M

od
el

N
 o

rig
in

al
N

 u
pd

at
ed

Ex
pl

an
at

or
y 

va
ria

bl
e

Ef
fe

ct
 s

iz
e 

or
ig

in
al

Ef
fe

ct
 s

iz
e 

up
da

te
d

p-
 or

ig
in

al
p-

 up
da

te
d

I
A

bs
ol

ut
e 

D
ar

w
in

 n
um

er
at

or
s 

~ 
ye

ar
s*

hu
m

an
 in

flu
en

ce
28

44
69

57
Ye

ar
s

0.
00

4
0.

00
6

.5
43

.5
62

H
um

an
 In

flu
en

ce
0.

11
5

0.
01

8
.0

31
<

.0
01

II
A

bs
ol

ut
e 

D
ar

w
in

 n
um

er
at

or
s 

(m
ea

ns
) ~

 h
um

an
 in

flu
en

ce
 +

 y
ea

rs
87

15
29

Ye
ar

s
0.

01
0

0.
00

2
.3

66
.0

96

H
um

an
 In

flu
en

ce
0.

18
0

0.
01

0
<

.0
01

<
.0

01

III
A

bs
ol

ut
e 

D
ar

w
in

 n
um

er
at

or
s 

~ 
in

tr
od

uc
tio

ns
*y

ea
rs

10
4

27
6

Ye
ar

s
0.

61
2

0.
16

2
.9

54
.7

50

In
tr

od
uc

tio
ns

0.
82

2
0.

92
0

.4
80

.4
30

V
Lo

g 
ab

so
lu

te
 D

ar
w

in
 

nu
m

er
at

or
s 

~ 
di

st
ur

ba
nc

e 
+

 ty
pe

 +
 y

ea
rs

 +
 g

en
er

at
io

ns
21

09
Ye

ar
s

0.
95

9

D
is

tu
rb

an
ce

0.
99

8

Ty
pe

0.
04

1

N
ot

e:
 T

yp
e 

re
fe

rs
 to

 if
 th

e 
da

ta
 w

er
e 

fr
om

 a
 p

he
no

ty
pi

c 
st

ud
y 

or
 a

 g
en

ot
yp

ic
 s

tu
dy

 (e
.g

., 
co

m
m

on
 g

ar
de

n)
. F

or
 p

- v
al

ue
s 

fo
r q

ue
st

io
n 

V,
 s

ee
 T

ab
le

 4
.

Si
gn

ifi
ca

nt
 p

- v
al

ue
s 

(p
 <

 0
.0

5)
 a

re
 in

 b
ol

d.



1034  |    SANDERSON Et Al.

selection estimates, Kingsolver and Pfennig (2004) argued that evi-
dence of directional selection for larger body size in contemporary 
populations is consistent with a microevolutionary explanation for 
Cope's Rule. However, only a few studies actually support the trend 
suggested by Cope's Rule (Baker et al., 2015; Siepielski et al., 2019). 
In fact, when looking for evidence of general trends toward larger 
mean body size in contemporary populations, Gotanda et al. (2015) 
found no such trend and instead found a suggestive trend towards 
decreasing body size.

To replicate the analyses of Gotanda et al. (2015), we used the 
raw (i.e., signed, rather than absolute value) estimates of haldane 

or darwin numerators for allochronic studies (Box 1). The original 
analyses did not average rates per system or species, and so all new 
analyses are similarly based on individual rates. We first square- 
root transformed 2- D traits (e.g., surface area) and cube- root trans-
formed 3- D traits (e.g., volume or mass) and then compared rates for 
body size to rates for other types of traits in a one- tailed Wilcoxon 
rank- sum test (see Gotanda et al., 2015 for details). We next con-
ducted a sign test to determine whether the change in body size 
within populations was more commonly positive or negative. Finally, 
we re- ran the sign tests excluding rates calculated from populations 
known to be subject to harvesting –  as harvesting is expected to 

F I G U R E  2  Rates of phenotypic change (mean darwin numerator) for hunted/harvested systems (purple), natural systems (green), and 
other types of human disturbed systems (black). Rates of change are averaged values per study system. Left panel is data from Darimont 
et al. (2009) and the right panel is our current database 

F I G U R E  3  Absolute phenotypic change in introduced species (pink) and non- introduced species (green) measured in absolute darwin 
numerators. Each point is an expression at the species taxonomic level. Darwin numerators are plotted as a function of years. The left panel 
is data from Westley (2011) and the right panel is our updated database 
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cause particularly rapid decreases in body size (Darimont et al., 
2009; Sharpe & Hendry, 2009; see question 2).

When compared to other traits, rates of change for body size are 
not greater (Table 2; Figure S8). As in the original analysis of Gotanda 
et al. (2015), rates of change in body size are more often negative 
(organisms are getting smaller overall), even when excluding popu-
lations subject to harvesting (Table 3; Figure 4; Figure S9). Further, 
rates of change for body size are not more positive (or less negative) 
when compared to other traits (Table 3; Figure S9), and the type of 
human disturbance does not appear to affect rates of change for 
body size (Figure 4). These results are matched by other recent anal-
yses of body size trends in a variety of taxa (Gardner et al., 2011; 
Sheridan & Bickford, 2011). For instance, recent research argues that 
body sizes are broadly decreasing as a response to increasing tem-
perature and variable precipitation on organismal development and 
growth (Fryxell et al., 2020; Sheridan & Bickford, 2011). Based on 
all of these findings, we emphasize that Cope's Rule is not a general 
rule, and rather a trend seen in certain groups of organisms (Baker 
et al., 2015; Rollinson & Rowe, 2015; Waller & Svensson, 2017).

2.3.5  |  Question V: Does any type of disturbance 
stand out with respect to rates of change?

Based on the previous studies we have now revisited, as well as more 
recent reviews (Pelletier & Coltman, 2018), we expect associations 
between high rates of phenotypic change and particular types of 
human disturbances such as pollution (Hamilton et al., 2017), har-
vesting (Sullivan et al., 2017), or landscape change (Legrand et al., 
2017). Using our extensive database, we are now able to ask if these 
or other types of human disturbances stand out with respect to rates 
of phenotypic change.

To answer this question, we used more advanced analyses –  in 
contrast to the above questions that echoed previous approaches. 
That is, we used general linear models in which the response vari-
ables were log10- transformed absolute darwin (or haldane) nu-
merators, and independent variables that included type of human 
disturbance, time (years or generations, log10- transformed), and 
type of study (genetic or phenotypic). Darwin and haldane numer-
ators were analysed in separate analyses. As in question 4, we first 
square- root transformed 2- D traits (e.g., surface area) and cube- root 
transformed 3- D traits (e.g., volume or mass) before log transform-
ing the rates. Finally, we used Tukey's post hoc tests (Hothorn et al., 
2008) to explore the differential effects of disturbances on differ-
ences in rates of phenotypic change.

These new analyses suggest that time (years) had a positive 
effect on darwin rates of change, but type of study (genetic vs. 
phenotypic) did not (Table 4). The analysis using haldanes suggests 
similar results where time (generations) had a positive impact on 
haldanes, but not study type (Table S3). We also found that sys-
tems associated with pollution have the highest rates of change 
and that systems associated with climate change have the slowest 
rates of change (Figure 5; Figure S10). High rates of change due to TA
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pollution might be explained by underlying genetic architecture 
where we expect evolution to occur faster when selection acts on 
one (or a few) loci versus polygenic traits (Kardos & Luikart, 2021; 
Oomen et al., 2020). In fact, many famous examples of rapid evo-
lution are known to occur through selection on single loci such as 
heavy metal tolerance in plants (Macnair, 1991). In our database, 
most systems looking at the impact of pollution were plants, which 
might or might not influence the high rates for this type of distur-
bance. In short, more work needs to be done to explore potential 
interactive effects of disturbance type and taxonomic group on 
rates of change.

It might initially seem surprising that phenotypic changes as-
sociated with climate change were amongst the slowest. In reality, 
climate change has broad reaching effects and is especially difficult 
to assign as a particular sole causal force. Indeed, climate change 
must be –  at some level –  influencing all or most systems included 
in the database, regardless of the disturbance category to which we 
assigned them. Furthermore, studies focusing on trait change in re-
sponse to climate change are likely to focus on the more gradual 
aspects of climate change, such as shifting seasonality and tempera-
ture increases (Parmesan & Yohe, 2003), rather than abrupt aspects 
such as heat waves, storms, and droughts. These more gradual as-
pects of climate change might also cause weak multifarious selection 
rather than strong selection on single genes. More importantly, cli-
mate change can be a particularly noisy environmental driver and so, 
is especially prone to temporal averaging (Hendry & Kinnison, 1999). 
In fact, few studies in nature follow populations long enough and 
at a fine enough temporal resolution to detect fast and large phe-
notypic changes (e.g., Grant & Grant, 2002). For these reasons, we 
also replicated the analyses by including all populations affected by 
climate change as “natural” (Figure S11). The results from this alter-
native analysis confirm that whether we have a disturbance category 
dedicated to climate change, or if we include climate change with 
“natural” systems, our conclusions do not change: climate change 
and natural systems are still amongst the slowest rates of evolu-
tion. Regardless, our new analysis provides the most comprehensive 
hypothesis (Figure 5) for how various types of disturbance differ in 
their effects on rates of phenotypic change.

3  |  DISCUSSION

Conclusions from analyses of earlier databases of contemporary 
phenotypic change were largely upheld in analyses of our new da-
tabase that encompasses a much larger breadth of species, traits, 
and human disturbances. (I) Human disturbed systems have slightly 
higher rates of phenotypic change then do natural systems (Figure 1). 
(II) Harvesting by humans results in higher rates of change compared 
to other types of disturbance (Figure 2). (III) Introduced populations 
have higher rates of change than do non- introduced populations 
(Figure 3). (IV) No trend is evident for increasing body size through 
time (Figure 4). We also use new analyses to add another tentative 
conclusion: (V) Systems affected by pollution have higher rates of 
change compared to other types of disturbances (Figure 5).

Overall, contemporary rates of phenotype change range from 
very slow to very fast (relative to other rates), with the latter typ-
ically gaining the most attention. This pattern is mirrored in other 
databases focusing on estimates of selection in natural populations 
(Kingsolver et al., 2001; Siepielski et al., 2013). Our database in-
cludes some striking examples of rapid phenotypic rates of change. 
For example, horn size in bighorn sheep (Ovis canadensis) decreased 
by 10% over 19 years when targeted by trophy hunters (Pigeon 
et al., 2016); zinc tolerance in tufted hairgrass (Deschampsia cespi-
tosa) in zinc- contaminated soils increased by 80% over 26 years (Al- 
Hiyaly et al., 1990); and total egg count in soapberry bugs (Jadera 
haematoloma) adapting to an introduced host decreased by 8% over 
38 years (Carroll et al., 1998). Moreover, a recent study showed 
rapid evolution of tusklessness in female African savanna elephants 
(Loxodonta africana) in response to poaching during the Mozambican 
civil war (Campbell- Staton et al., 2021). Human influences clearly 
shape these and many other phenotypic responses; yet high lev-
els of variation around rates of phenotypic change make the most 
consistent and dramatic changes hard to confirm. In other words, 
phenotypic change is highly variable, likely due to various human 
influences but also due to the other processes that the current da-
tabase cannot parse.

Our primary goal in the present paper is to make the new 
PROCEED database available to any researchers seeking to leverage 

2015 2021
2015 (no 
harvesting)

2021 (no 
harvesting)

Darwins N (body size) 146 1902 87 705

Median – 1763 – 1306 – 711 – 372.842

p- value <.001 <.001 .018 <.001

Haldanes N (body size) 70 1576 67 682

Median – 0.00028 – 0.0396 – 0.00197 – 0.0167

p- value .403 <.001 .625 <.001

Note: Results are shown for all data and for data with harvesting data removed. Median rates are 
given, and bold values mean the median is significantly different from zero. Due to the nature 
of the sign test, numerators yield the exact same results, and so are not reported. Body size 
classification followed the trait classification definitions found in Kingsolver and Diamond (2011).
Significant p vales (p < 0.05) are in bold.

TA B L E  3  Sign- test results for rates of 
evolution testing whether body size rates 
were significantly different from zero
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phenotypic rates of change to answer questions in ecology, evo-
lution, or conservation biology. For instance, we anticipate that 
researchers will use the new database to answer their own ques-
tions, and to better understand and predict how wild populations 
will respond adaptively (or not) to human disturbances. Of course, 
it is important to note that the current database does not formally 

determine whether the observed changes are adaptive or maladap-
tive -  although the former seems more likely in most cases. We de-
velop some examples of questions left unanswered, or only lightly 
broached in prior reviews, in Box 3.

Use of the PROCEED database should be accompanied with an 
understanding of its limits and the resulting caveats of inference.

F I G U R E  4  Boxplots depicting rates of change associated with body size measured in darwin numerators for each disturbance category 
(climate change, hunting/harvesting, introduction, landscape change, response to introductions, natural, and pollution). Light boxes are 
results from Gotanda et al. (2015) and dark boxes are results from our updated database. Y- axis was truncated to aid in visual assessment 
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 I We suspect a strong ascertainment bias where researchers tend 
to focus on systems they suspect are strongly influenced by 
human disturbances (e.g., harvested fish populations) or where 
phenotypic changes are already documented (e.g., phenology). 
Thus, average effect sizes for a given disturbance might well de-
crease with the accumulation of more diverse and objective sets 

log10 darwins

Variable Est. SE Tukey's χ2 df p- value

Disturbance

Climate change – 2.20 0.08 a 361.03 6 <.001

Hunting/harvesting – 1.54 0.07 c

Introduction – 1.32 0.06 d

Landscape change – 1.52 0.13 bcd

Local response to introduced – 1.13 0.11 d

Natural – 1.69 0.07 b

Pollution – 0.64 0.14 e

Phenotypic (vs. genetic) 0.01 0.06 0.06 1 .80

log10 years 0.15 0.02 34.76 1 <.001

log10 generations 0.05 0.04 1.48 1 .22

Note: Chi- squared values are for the variable- specific likelihood ratio tests.
Significant p- values (p < 0.05) are in bold.

TA B L E  4  Estimates, standard errors, 
Tukey's test categorizations, and type II 
likelihood ratio test results for models 
predicting log10 absolute value darwins

F I G U R E  5  Rates of evolution— in log- transformed absolute 
darwin numerators— for six types of disturbances (pollution, 
response to introductions, hunting/harvest, introductions, 
landscape change, climate change) and natural populations. Points 
show individual data, lines show smoothed data distributions, 
and crosses show GLM estimates ± standard errors. Letters 
indicate characterisations based on Tukey's HSD tests. Each point 
represents a system and reference- specific average 

BOX 3 Potential questions for future studies using 
the PROCEED database (https://proce eddat abase.
weebly.com/)

 1. Do different organisms or trait types evolve at differ-
ent rates?

 2. Are different disturbances generating confounding or 
synergistic effects?

 3. What are the upper and lower limits to sustainable 
versus unsustainable evolutionary rates in nature?

 4. Does analysing rates of change over shorter time-
scales (i.e., 5– 10) generations, change our inferences? 
And, do introduced population evolve faster imme-
diately after introductions versus many generations 
later?

 5. Does accounting for error in statistical models change 
the inferences? (More studies need to publish their er-
rors to make this possible).

 6. Does considering the direction of phenotypic change 
(positive or negative) change the inferences from pre-
vious studies?

 7. Analysing hunting/harvesting records using haldanes 
when more data become available.

 8. Does using different types of effect sizes change the 
inferences?

 9. Is rate of change affected by discrete versus overlap-
ping generations?

 10. To what degree do synchronic (cross population) and 
allochronic (time series) rates provide comparable 
insights into contemporary evolution over different 
time and space scales?

https://proceeddatabase.weebly.com/
https://proceeddatabase.weebly.com/
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of data –  as we have shown above with the decrease in aver-
age rates of change for harvested systems after we added the 
1320 rates from Oke et al. (2020) and Clark et al. (2018) (Figure 
S6). Those rates associated with body size declines in salmonids 
were calculated from data collected by the Alaska Department 
of Fish and Game and collaborators. As such, they represent a 
very broad sampling of populations across Alaska, not a narrow 
data set on just the most impacted populations. Another form 
of ascertainment bias occurs when disturbances cause some 
populations to go extinct, in which case their rate of phenotypic 
change cannot be measured (Hendry et al., 2008). It is currently 
unknown whether this winnowing effect of extinction (Hendry 
et al., 2008) biases rates upward (i.e., slower- changing popula-
tions are more likely to perish) or downward (i.e., faster- changing 
populations are more likely to perish –  because they are experi-
encing more disturbance).

 II Seeking to attribute a particular phenotypic change to a single 
disturbance (e.g., climate change) is problematic because most 
populations will be subject to multiple disturbances –  and the 
degree of a given disturbance will vary dramatically among sys-
tems. Thus, we encourage future work to consider variation in 

disturbance intensity, rather than just disturbance presence. 
As examples, one can relate the strength of harvesting on pop-
ulations (e.g., local catch rates) to the rate of change in size or 
age (e.g., Sharpe & Hendry, 2009), or the rate of climate change 
experienced by populations (e.g., local temperature change) to 
their specific rate of trait change (e.g., Franks et al., 2007; Jenni 
& Kéry, 2003).

 III The genetic and plastic contributions to trait change remain un-
certain for most traits in most systems (Merilä & Hendry, 2014). 
As more studies accumulate, we might be able to profitably 
analyse only the genetically- based phenotypic change, such as 
from common- garden, reciprocal transplant, or animal- model 
studies. Regardless, we highlight the importance of controlled 
experiments in combination with phenotypic change in the wild 
for several reasons: some populations cannot be analysed with 
common- garden or animal- model approaches, phenotypes mea-
sured in the laboratory might not be typical, and the “wild” is 
where organisms interact with their environment (Hendry, 2017).

The study of eco- evolutionary dynamics was born from the rec-
ognition of widespread contemporary evolution and the cyclical 

F I G U R E  6  Hypothetical effects of observed phenotypic change for all levels of ecology (populations, communities, ecosystems, and 
nature's contribution to people [NCPs]). (a) A 5%– 7% decrease in body size in harvested Chinook salmon (Oncorhynchus tshawytscha) in 
the Yukon River (Ohlberger et al., 2020) could decrease fish fecundity, affecting fishery yields. (b) An 8% increase in time spent foraging 
in Forester kangaroos (Macropus giganteus) introduced to Maria Island (Blumstein & Daniel, 2003) could affect the composition makeup 
of native vegetation and have effects on ecosystem processes like pollination. (c) A 5%– 7% decrease in body size in harvested Chinook 
salmon in the Yukon River (Ohlberger et al., 2020) could decrease nutrient transport affecting ecosystem properties. (d) A 43% decrease in 
plant length in harvested Himalayan snow lotus (Saussurea laniceps; Law & Salick, 2005) will decrease plant availability for medicinal use by 
humans 
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feedback with ecological processes (Hendry, 2017). Using our data-
base, we identified some patterns of contemporary evolution (e.g., 
pollution is the strongest human influence on phenotypic rates of 
change) and we can use this information to broaden our understand-
ing of ecoevolutionary feedbacks in the wild. We suggest that the 
next step is to understand how the feedback dynamics implicit to 
ecoevolutionary dynamics mechanistically shape emergent patterns 
of contemporary evolution: are some systems more feedback prone 
and thus have faster or slower rates of evolution? To address such 
feedback dynamics, we support the development of a comprehen-
sive database which includes not only phenotypic rates of change 
but also ecological and environmental rates of change and estimates 
of selection.

Whilst this database can be a steppingstone to further our 
understanding of eco- evolutionary dynamics, we also advocate 
that this database can allow us to move beyond “traditional” 
ecological and evolutionary patterns and start to consider socie-
tal consequences. In the past, the starting point for the study of 
contemporary evolution was often population dynamics: “perhaps 
the greatest contribution that evolutionary rate estimates will 
ultimately make is an awareness of our own role in the present 
microevolution of life and cautious consideration of whether pop-
ulations and species can adapt rapidly enough to forestall the mac-
roevolutionary endpoint of extinction” (Hendry & Kinnison, 1999). 
What is now needed is a widespread, empirical, and formal as-
sessment of how trait changes shape ecological processes such as 
population dynamics, communities, and ecosystems, as well as the 
societal consequences such as the health and well- being of people 
(e.g., the impact of nature's contribution to people (NCPs) (Des 
Roches et al., 2018; Hendry, 2017; Hendry et al., 2017; Palkovacs 
et al., 2012; Stange et al., 2021; Figure 6). Oke et al., (2020) pro-
vide a compelling example, by comparing the average body size of 
Alaskan chinook salmon pre- 1990 to the average post- 2010. The 
authors estimate that the overall average 8% decrease in salmon 
body length could –  all else being equal –  translate into a 16% de-
crease in number of eggs per female, a 28% decrease in transport 
of marine- derived phosphorous into freshwater, a 26% reduction 
in average number of meals provided per fish for people in sub-
sistence communities, and a 21% decrease in price per pound for 
commercial fishers.

We would like to close by re- emphasizing that the most dra-
matic progress will be made through studies that explicitly exam-
ine the consequences of phenotypic change. That is, more studies 
should formally calculate the importance of observed (and pre-
dicted) phenotypic change for all levels of ecology (populations, 
communities, ecosystems) and for people (nature's contributions to 
people). Determining the genetic and plastic contributions to that 
change (and its consequences) can then help to determine the limits 
and opportunities for enhancing or arresting trait changes via con-
servation and management actions. We here present a hypothetical 
scenario of such a study using observed rates of change (Figure 6) 
where the amount of phenotypic change is correlated with an eco-
logical process that is linked to nature's contributions to people. 

The present study is not the end of an inspiring era of contemporary 
evolution –  it is instead, just the start of future research on not only 
contemporary evolution, but also on contemporary ecoevolution-
ary dynamics.
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